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Abstract

The �f approach is extended for simulating the transport time-scale evo-

lution of near-Maxwellian distributions in collisional plasmas. This involves

simultaneously advancing weighted marker particles for representing the in-

trinsically kinetic component �f , and 
uid equations for the parameters of

the shifted Maxwellian background fSM. The issue of increasing numerical

noise in a collisional �f algorithm, due to marker particle weight spreading,

is addressed in detail, and a solution to this problem is proposed. To obtain

higher resolution in critical regions of phase space, a practical procedure for

implementing sources and sinks of marker particles is developed. As a proof

of principal, this set of methods are applied for computing electrical Spitzer

conductivity as well as collisional absorption in a homogeneous plasma.
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I. INTRODUCTION

The �f algorithm1{3 has been widely applied in magnetic fusion, mainly for studying

anomalous transport induced by microturbulence.4Due to the limits of present day computer

power, these complex �ve-dimensional gyrokinetic simulations are still carried out over real-

time periods short compared to con�nement times. Therefore, only particle and energy 
uxes

are computed, but not the actual relaxation of global pro�les and particle distributions. For

this reason, the only component of a given species distribution that has been evolved in

time when applying the �f approach in this context was the deviation (i.e. �f) from a �xed

equilibrium-like background f .

In view of longer real-time simulations, but also with the interest of applying the �f

method to a broader range of problems, we investigate in this paper the issues involved in

extending this procedure to transport time scale simulations. If the advantages of the �f

method are to be preserved over such times, during which the bulk of the particle distri-

butions are evolving, the background component f must now also be advanced, together

with the deviation �f , so that the ratio �f=f remains small1;5;6 at all times. A similar pro-

cedure had been proposed in the past for collisionless plasmas,7 but to our knowledge its

implementation has not been pursued.

The right choice for the shape and evolution of the background f , so that it remains

a good approximation of the full distribution f = f + �f at all times, is a subtle point in

general. In this respect, restricting the study to collisional systems is helpful, as the choice

of a local shifted Maxwellian distribution fSM for f appears naturally. We shall therefore be

considering collisional plasmas in the following. The parameters (density, average velocity

and thermal velocity) of the background fSM are then evolved according to numerically

\cheap" 
uid equations, with closure calculated correctly from the intrinsically kinetic part

�f . The simultaneous evolution of �f and the 
uid equations thus de�nes a self-consistent

hybrid 
uid-kinetic procedure.

On the other hand, the implementation of collisions in a �f algorithm is an issue in
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itself.8{11 In particular, as discussed by Chen and White,11 the practical implementation of

collisions in a �f algorithm requires the marker particle weights to be interpreted statisti-

cally: As the result of collisions, particles having carried out di�erent random trajectories

can end up at a same point (x;v) in phase space with di�erent weights. We shall re-

fer to this e�ect as the spreading �w of marker particle weights. The actual weight �eld

W (x;v) = �f(x;v)=f(x;v) at a given point (x;v) in phase space must then be interpreted

as the average over all marker particle weights in the vicinity of (x;v).

Although Chen and White established the formalism for a rigorous derivation of the

�f scheme in collisional systems,11 by working in an extended marker particle phase space

(x;v; w), position, velocity and weight, they did not, however, point out that �w keeps on

increasing. Over many collision times, this would ultimately lead to the breakdown of the

�f approach. Indeed, the spreading �w in time can be viewed as an additional growing

dimension of the system, requiring always more particles to resolve.

Hence, in deriving a practical collisional �f algorithm for transport time scale simulations

one must deal with two essential problems: the spreading of weights due to collisions and

the evolution of the background. The �rst point will be addressed in Sec. II, where we shall

start by reviewing the origin of marker particle weight spreading and its evolution in the case

of a distribution relaxing through self-collisions. A possible solution for reducing �w will be

proposed. The derivation of appropriate 
uid equations for the evolution of the background

parameters will be shown in Sec. III in the case of two illustrations for homogeneous plasmas:

1) D.C. electrical conductivity, and 2) collisional absorption of a high frequency electrical

�eld. Conclusions are drawn in Sec. IV. Finally, some technical details relative to a reduced

model for the self-collision operator, proposed by Lin et al.,10 are given in Appendix A, and

a practical method for adding sources and sinks of markers to obtain better resolution in

critical regions of phase space is presented in Appendix B.
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II. SPREADING OF MARKER PARTICLE WEIGHTS IN COLLISIONAL

SYSTEMS { CONSIDERING THE RELAXATION OF A DISTRIBUTION

THROUGH SELF-COLLISIONS

A. Starting Equations

For studying particle weight spreading, let us reduce the Fokker{Planck equation to

the terms that account for this e�ect: collisions. We therefore consider in this section the

relaxation in velocity space of a distribution f(v; t) of particles through self-collisions:

@f

@t
= �C[f; f ]; (1)

where C[f2; f1], representing collisions of distribution f1 on distribution f2, is given here by

the Landau operator:

C[f2; f1] = �
@

@v
�

Z
dv 0

U(v�v 0)
h @

@v 0
�

@

@v

i
f2(v

0)f1(v); (2)

with � = Nq4 ln�=8��20m
2 and U(u) = (u21 � uu)=u3. For the following discussion, it is

useful to cast the Landau operator in the drift-di�usion form:

C[f2; f1] =
@

@v
�

"
R(v)f1(v)�

@

@v
�D(v)f1(v)

#
;

where drag and the di�usion tensor are given by

R(v) = �2�
Z
dv 0

@

@v 0
�U(v�v 0)f2(v 0);

D(v) = �
Z
dv 0

U(v�v 0)f2(v 0):

Let us now apply the �f method for solving Eq. (1). For this purpose, the full distribution

f(v; t) is decomposed here into a stationary Maxwellian background fM(v) and the remainder

�f(v; t):

f(v; t) = fM(v) + �f(v; t);

fM(v) =
1

(2�v2th)
3=2

exp

 
�

v2

2v2th

!
:
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Inserting this decomposition in the bilinear collision operator leads to

C[f; f ] = C[fM; fM] + C[�f; �f ] + C[fM; �f ] + C[�f; fM]:

The full collision operator annihilates the Maxwellian distribution, so that the �rst term

on the right-hand side is zero. Furthermore, assuming only small deviations from the back-

ground, the second term, which is nonlinear in �f , will be neglected here. The evolution of

�f is now reduced to the linearized collision operator:

@�f

@t
= �fC[fM; �f ] + C[�f; fM]g � � bC�f: (3)

This equation is appropriate, for instance, for describing the relaxation of a low-density

beam o� of a Maxwellian background. The relaxed states of Eq. (3), i.e., the functions

annihilated by bC, are of the form
lim
t!1

�f(v; t) =
h
c0 + c1�v=vth + c2(v=vth)

2
i
fM(v); (4)

representing linearized perturbations in density, average velocity and temperature of the

background fM. The constants c0, c1, and c2 are determined by the initial state through

conservation of particles, momentum, and energy.

Let us also de�ne the operator

D

Dt

:
=

@

@t
+ C[fM; ]; (5)

so that the equation for �f can be written

D

Dt
�f = �C[�f; fM]: (6)

B. Attempting to Apply the Standard �f Procedure

Carrying on with the standard �f procedure originally developed for collisionless systems,

�f is represented as the product of the marker particle distribution g(v; t) and the weight

�eld W (v; t):
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�f(v; t) = g(v; t)W (v; t): (7)

For the evolution of the marker particle distribution, it is practical to choose

D

Dt
g = 0; (8)

which represents the scattering of test particles the �xed Maxwellian background. Equation

(8) is resolved by representing g with a �nite number n
p
of marker particles:

g(v; t) ' bg(v; t) = npX
i=1

�(v � v
i
(t)):

The trajectories v
i
(t) are computed by applying a well-established Monte-Carlo method,12

which correctly reproduces the scattering o� of the Maxwellian background as described by

the Landau operator. Over each time step �t, particles undergo random velocity increments

�v such that

h�v i
�t

= R(v) = �� vthH
v

vth
; (9)

h�v�v i
�t

= 2D(v) =
� v2th
2

�
K

�
1�

v v

v2

�
+ 2H

v v

v2

�
; (10)

with � = Nq4 ln�=2��20m
2v3th being the thermal self-collision frequency. In (9) and (10) the

drag and di�usion tensor have been computed for the Maxwellian background and expressed

in terms of the Rosenbluth potentials H = H(v=vth) and K = K(v=vth):
13

H(x) =
1

x3

h
erf(x=

p
2)�

s
2

�
x e�x

2
=2
i
; (11)

K(x) =
1

x3

h
(x2 � 1)erf(x=

p
2) +

s
2

�
x e�x

2
=2
i
; (12)

using the de�nition erf(x) = (2=
p
�)
R
x

0 dt exp(�t
2) for the error function. In an orthogonal

coordinate system (x0; y0; z0), such that the direction z0 is parallel to the incoming velocity

v of a given marker particle, the random velocity increment after a time �t (��t� 1) can

thus be written

�v
x

0 = vth
q
(��t=2)K(v=vth)Rx

0; (13)

�v
y
0 = vth

q
(��t=2)K(v=vth)Ry

0 ; (14)

�v
x

0 = ���tH(v=vth)v + vth
q
��tH(v=vth)Rz

0 ; (15)
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where R
x

0, R
y

0 , and R
z
0 are independent random numbers with zero mean and unit root

mean square width.

To complete the structure for the �f procedure, an equation is still required for the marker

particle weight w
i
. We will start by considering the de�nition for w

i
used in collisionless

systems, that is, the value of the weight �eld at the position of the particle:

w
i
(t) =W (v

i
(t); t): (16)

In the following, we will make use of the relation between the operator d=dt:

d

dt
:
=

@

@t
+ (R + a

c
)�
@

@v
;

representing the total time derivative along the stochastic trajectory of a given particle, and

the operator D=Dt de�ned by (5):

d

dt
=

D

Dt
� (

@

@v
�R) + a

c
�

@

@v
+

@2

@v@v
: D; (17)

where a
c
stands for the random acceleration relative to collisions with the background

distribution. The second term on the right-hand side of relation (17) is related to the

compressibility of the velocity space 
ux due to drag, and the two last terms are related

to di�usion. Note that d=dt is a �rst order di�erential operator, while D=Dt, in general,

is second order. Making use of the chain rule for the �rst-order di�erential operator d=dt,

relation (17), as well as de�nitions (16) and (7), one can derive

d

dt
w

i
(t) =

d

dt
W (v

i
(t); t) =

d

dt

�f

g
=

1

g

d�f

dt
�
�f

g2
dg

dt

=
1

g

"
D

Dt
�f � (

@

@v
�R)�f + a

c
�

@�f

@v
+

@2

@v@v
: (D�f)

#

�
�f

g2

"
D

Dt
g � (

@

@v
�R)g + a

c
�

@g

@v
+

@2

@v@v
: (Dg)

#
: (18)

Inserting the evolution equations (6), and (8), one then obtains

d

dt
w

i
(t) = �

1

g
C[�f; fM] +

1

g

"
a
c
�

 
@�f

@v
� w

i

@g

@v

!
+

@2

@v@v
: (D�f)� w

i

@2

@v@v
: (Dg)

#
; (19)

where all �elds on the right-hand side are evaluated at the particle position v = v
i
(t).
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C. The Practical Weight Equation in a Collisional System and the Problem of

Marker Particle Weight Spreading

In practice,8{11 only the �rst term on the right-hand side of Eq.(19) is kept, so that the

equation that is actually implemented for numerical simulations reads

d

dt
w

i
(t) = �

1

g
C[�f; fM]: (20)

This is the equation that one would formally derive from (18) by not considering the dif-

ference, pointed out in (17), between the operators d=dt and D=Dt. Note that the term in

(17) related to the compressibility of drag actually cancels out in deriving (19), so that all

terms omitted in (20) compared to (19) are related to di�usion. The practical reason for

omitting these contributions is that they require evaluating partial derivatives in velocity

space of the �elds g and �f , at each time step and at each particle position. Besides being

costly numerically, such an operation is demanding statistically and therefore avoided.

The e�ect of the terms that have been discarded in (20) was to ensure that two particles

end up with the same value of their weight in case they meet at the same point in phase

space after having undergone di�erent stochastic trajectories, in agreement with the initial

de�nition (16). Thus, removing these terms leads to a spreading of particle weights in phase

space, that is, di�erent particles end up at the same point with di�erent values of w
i
, in

contradiction with (16).

The di�erence between a collisional and collisionless �f simulation is shown schematically

in �gure 1. In the absence of collisions (Fig. 1a), although there may be a global increase of

weight variance (also called entropy),14{16 related e.g. to always �ner growing structure in

�f , there is only one possible marker weight value at each time and position in phase space.

In other words, the local weight spread �w is zero. However, in the presence of collisions

(Fig.1.b), a spread �w of marker weights appears at each point in phase space, which, in

general, keeps on increasing over time.
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D. The Extended Phase Space Formalism together with the Two-Weight Scheme

Evidently, if the system of equations (13){(15) and (20) is correct in any sense, the

meaning of marker weights has to be reconsidered. Chen and White11 have shown that the

weight �eld W at a given point in phase space must be interpreted as the average over all

particle weights at that point, and have proven that the system of equations for the marker

particles, including (20) for the weights evolution, is exact in this sense in the limit of large

particle number. For this purpose, they introduce the marker particle distribution F (v; w; t)

in the extended phase space (v; w).

In fact, let us extend Chen and White's formalism to include the generalized weighting

scheme proposed by Hu and Krommes6 for avoiding the evaluation of the distribution g

appearing in (20). This involves de�ning a second weight �eld P :

fM(v) = P (v; t)g(v; t); (21)

and again starting by de�ning the second marker particle weights by

p
i
(t) = P (v

i
(t); t): (22)

In the same way as the evolution equation for w
i
(t) was derived, one obtains for p

i
(t)

d

dt
p
i
(t) = 0; (23)

having used

D

Dt
fM(v) = 0 (24)

and again discarded terms related to di�usion, which requires the same statistical reinter-

pretation of the weights p
i
as of weights w

i
. In this two-weight scheme, (20) now reads

d

dt
w

i
(t) = �p

i
(t)

C[�f; fM]

fM
: (25)

Hence, to prove that the system of equations (13){(15), (23) and (25) is correct in the

average sense described above, let us de�ne the marker particle distribution F (v; w; p; t)
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in the extended phase space (v; w; p). According to the equivalence between Langevian

equations and the Fokker{Planck equation, the kinetic equation for F is given by

@F

@t
+ C[fM; F ] +

@

@w

 
�p

C[�f; fM]

fM
F

!
= 0; (26)

and the initial condition, with zero spreading along w and p, by

F (v; w; p; t = 0) = g0(v) �(w �W0(v)) �(p � P0(v)); (27)

with W0(v) = �f(v; t = 0)=g0(v) and P0(v) = fM(v)=g0(v).

By taking the moments
R
dw dp,

R
p dw dp,

R
w dw dp of (26){(27) and interpreting:

g(v; t) =
Z
dw dpF (v; w; p; t); (28)

fM(v) =
Z
dw dp pF (v; w; p; t); (29)

�f(v; t) =
Z
dw dpw F (v; w; p; t); (30)

one can easily show that one recovers the equations (8), (24) and (6) for the evolution of

these three �elds with corresponding initial conditions, which proves that the system of

equations is correct.

Note that for F represented with n
p
marker particles and approximated by the coarse

grained function bF ,
F (v; w; p; t) ' bF (v; w; p; t) = npX

i=1

�(v � v
i
(t)) �(p � p

i
(t)) �(w � w

i
(t)); (31)

one still recovers, using (28) and (30), the usual relations as for the collisionless �f scheme:

g(v; t) ' bg(v; t) = npX
i=1

�(v � v
i
(t));

�f(v; t) ' � bf(v; t) = npX
i=1

w
i
(t) �(v � v

i
(t)):

Also, inserting (28){(30) in (7) and (21) gives

W (v; t) =
Z
dw dpw F (v; w; p; t)=

Z
dw dpF (v; w; p; t);

P (v; t) =
Z
dw dp pF (v; w; p; t)=

Z
dw dpF (v; w; p; t);

clearly showing that the weight �elds W and P are given by the average over all particle

weights w
i
and p

i
at a given point v.
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E. Evolution of Weight Spreading and Entropy

What we shall now discuss in more detail is the evolution of the marker particle weight

spread �w:

(�w(v;t))
2 = hw2i(v;t) � hwi(v;t)

2
=

R
F w2dw dpR
F dw dp

�
 R

F w dw dpR
F dw dp

!2

=
1

g

Z
F w2dw dp �W 2: (32)

We shall also make use of the average weight spread de�ned as the integral over the total

phase space of the appropriately weighted local spread:

(�wtot)
2 =

R
(�w(v;t))

2F dw dp dvR
Fdw dp dv

=
1

n
p

Z
g (�w(v;t))

2dv: (33)

According to (32) and (33), the total weight spread �wtot is related to the entropy-like

quantity

S
w
(t) =

1

2

Z
w2 F dw dp dv (34)

through

S
w
= F +

n
p

2
(�wtot)

2; (35)

where F(t) = (1=2)
R
g W 2dv is the de�nition of entropy in a collisionless system.14;15

The de�nitions for S
w
and F naturally coincide in the absence of weight spreading.

However, using (31), note that it is S
w
, and not F , that can in all cases be written

S
w
(t) '

1

2

npX
i=1

w2
i
(t): (36)

Taking the moment (1=2)
R
w2 dw dp dv of (26) provides an equation for the evolution of

S
w
(t):

d

dt
S
w
(t) = �

Z
C[�f; fM]

fM
w pFdw dp dv;

having used the conservation of particles by the collision operator. With the idea of clearly

pointing out the marker particle weight spreading, let us carry on with the analytical
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derivation and consider the entropy evolution asymptotically in time, when both �f and

g have relaxed towards stationary states. According to (8), g always relaxes to n
p
fM, so

that on average one �nally has hp
i
i = P = 1=n

p
. By assuming that already initially

g(v; t = 0)
:
= g0(v) = n

p
fM(v), one has pi(t) = 1=n

p
= const for all particles. The equation

for S
w
can then be written

d

dt
S
w
(t) = �

1

n
p

Z
�f

fM
C[�f; fM] dv

=
�

n
p

Z
fM(v)fM(v

0)
@

@v

 
�f(v)

fM(v)

!
�U(v � v 0)�

@

@v 0

 
�f(v 0)

fM(v 0)

!
dv dv 0; (37)

having applied the relation

Z
a(v)C[bfM; fM]dv = ��

Z
fM(v)

@a(v)

@v
�U(v � v 0)�

@b(v 0)

@v 0
fM(v

0)dv dv 0;

for a = b = �f=fM. Inserting the general stationary form (4) for �f in (37) gives

d

dt
S
w
(t) =

�

n
p

Z
fM(v)fM(v

0)(c1 + 2c2v)�U(v � v 0)�(c1 + 2c2v
0)dv dv 0

=
�

n
p

Z
fM(v)fM(v

0)
jc1 + 2c2vj2

jv � v 0j

241�  
v � v 0

jv � v 0j
�

c1 + 2c2v

jc1 + 2c2vj

!2
35 dv dv 0; (38)

having made use of U�(v � v 0) = 0. The right-hand side of (38) is strictly positive, except

in the trivial case where �f = c0fM (c1; c2 = 0), so that S
w
keeps on increasing linearly

in time. According to (35), together with the fact that F is constant once �f and g are

stationary, this can only be explained by a spreading of marker particle weights, which scales

as �w �
p
t.

Equivalent quantities to (32), (33), and (34) can be de�ned for the second weight p.

For the particular system considered here, where p
i
(t) = const [Eq. (23)], one has S

p
=

(1=2)
R
p2 F dw dp dv = const. Thus, from the relation equivalent to (35),

S
p
=

1

2

Z
g P 2 dv +

n
p

2
(�ptot)

2;

one can conclude that the spreading of weights p does not increase in this case once g has

relaxed to its stationary state g(t!1) = n
p
fM.
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F. Increasing Numerical Noise Due to Weight Spreading

In general, when carrying out a �f simulation with collisions, both �w and �p keep on

growing throughout the run. This would require an ever-increasing number n
p
of marker

particles to ensure a given accuracy of the computation. Indeed, if for example one intends

to evaluate �f(z) at a given point z = (x;v) in phase space, one applies the estimator

E
:
=

1

�Vz

nbX
i=1

w
i
' �f(z);

where n
b
are the number of particles in a small phase-space bin �Vz centered at z (see

Fig. 1b). Assuming for simpli�cation that n
b
and all weights w

i
are uncorrelated, and that

W (z) and �wz can be considered constant over the volume �Vz, one can evaluate the mean

and variance of E:

hEi =
1

�Vz
hn

b
iW (z);

hE2i =
1

(�Vz)2
h

nbX
i=1

w2
i
+ 2

nbX
i<j=1

w
i
w

j
i =

1

(�Vz)2

"
hn

b
ihw2

i
i + 2

hn
b
(n

b
� 1)i
2

hw
i
ihw

j
i
#

=
1

(�Vz)2

h
hn

b
i(�wz)

2 + hn2
b
iW (z)2

i
;

(�E)2 = hE2i � hEi2 =
1

(�Vz)2

h
(�n

b
)2W (z)2 + hn

b
i(�wz)

2
i
;

so that the relative deviation is given by

�E

hEi
=

vuut(�n
b
)2

hn
b
i2

+
(�wz)2

hn
b
iW (z)2

=

vuut1� pin
n
p
pin

+
(�wz)2

n
p
pinW (z)2

; (39)

having used (�n
b
)2 = n

p
pin(1 � pin) and hn

b
i = n

p
pin, where pin = �Vz g(z)=np

is the

probability for a particle to fall in the bin �Vz. The �rst contribution under the square root

on the right-hand side of Eq.(39) is related to the 
uctuating number n
b
of particles in the

bin and corresponds to the sampling noise already present in collisionless �f simulations.6

The second term is related to �w, which thus only appears in collisional simulations. To

maintain the statistical noise below a certain level, the total number n
p
of marker particles

would therefore eventually have to increase as
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n
p
� (�w

tot
)2;

which ultimately would lead to the breakdown of the method for long real-time computa-

tions. To overcome this limitation, a procedure must obviously be devised for keeping the

weight spreading to an acceptable level.

G. Weight Spreading Reduction Scheme

We propose here a �rst practical procedure for limiting the weight spreading. Instead of

simply discarding the terms in the weight equations that ensured that de�nitions (16){(22)

are preserved, let us attempt to replace them by numerically less demanding ones, which

approximately have the same e�ect. Coming back to our initial physical system, a possible

scheme would be to write (25) and (23) with the additional terms

d

dt
w

i
(t) = �p

i
(t)

C[�f; fM]

fM
� � [w

i
�W (v

i
; t)]; (40)

d

dt
p
i
(t) = �� [p

i
� P (v

i
; t)]; (41)

which provide a continuous relaxation of w
i
and p

i
towards their average values W (v

i
; t)

and P (v
i
; t) with a given rate �. It is easy to validate (40){(41) by adjusting Eq. (26) for

this new evolution of weights and showing that one still recovers the correct equations for

�f , fSM by taking the moments
R
wdw dp,

R
p dw dp.

Implementing Eqs (40){(41) nonetheless requires evaluating the average �elds W (v; t)

and P (v; t) at each time step, which may still tend to be relatively costly. In practice, the

algorithm we have adopted for reducing the weight spreading therefore took the simplest

form, which consists in reassigning the weights to their average value only periodically

in time. This corresponds to a discontinuous reduction, allowing for a limited spreading

between consecutive applications of this operation.

In general, to compute the average weight �elds W (z) and P (z), phase space z = (x;v)

is partitioned into a set of bins �V (see Fig. 1b) with dimensions relatively small compared

to the characteristic physical length. In each of these cells, W and P must be evaluated

14



statistically. We will restrict the discussion here to the computation of W , all following

relations having their direct analogue for P .

As the computed �eld W is used for reassigning the particle weights w
i
, one may want

to ensure that certain moments of �f are preserved through this weight spread reduction

scheme. Using the notation w
i
and w0

i
for the weights just before and just after this procedure

was applied, respectively, the conservation within a given bin �V of, for instance, particle

number and momentum in �f appears as

nbX
i=1

w
i
=

nbX
i=1

w0
i
=

nbX
i=1

W (z
i
); (42)

nbX
i=1

w
i
v
i
=

nbX
i=1

w0
i
v
i
=

nbX
i=1

W (z
i
)v

i
: (43)

This may be achieved by considering a �t for W (z), within each cell, of the form

W (v) = W0 +W 1�v=vth: (44)

Inserting (44) into (42){(43) gives

W0 nb
+
W 1

vth
�

nbX
i=1

v
i
=

nbX
i=1

w
i
; (45)

W0

nbX
i=1

v
i
+
W 1

vth
�

nbX
i=1

v
i
v
i
=

nbX
i=1

w
i
v
i
: (46)

It can easily be shown, that this linear system of equations for the parameters W0 and

W 1 is equivalent to applying a standard regression, which minimizes the sum of squared

di�erences
P
[W (v

i
)�w

i
]2 for the �t (44). It is straightforward to generalize this method to

ensure conservation of additional quantities. For instance, kinetic energy may also be taken

account of by carrying out a regression using the �t

W (v) = W0 +W 1�v=vth +W2 (v=vth)
2:

For the reduction scheme to actually correct the weights within a given bin, that is

w0
i
= W (z

i
) 6= w

i
, the number n

b
of particles must at least be greater than the number N

of quantities that are to be conserved. From this naturally follows a certain requirement on
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the minimum number n
p
of total particles to be used in a given simulation. Note, however,

that by increasing N one may consider larger bins, as the corresponding �t for W includes

more structure. In regions of phase space with few marker particles, one may always have

cells such that n
b
< N . In such bins the system of equations (45){(46) is undetermined and

no weight reassignment is carried out. Nonetheless, through collisions all particles from time

to time end up in more densely populated regions and thus undergo correction. Thus, even

if the weight spread reduction is carried out over a limited region, one achieves a reduction

of �wz over the whole phase space z.

H. Illustrations

To actually illustrate some of the points made in the previous sections, some results

are presented here of �f simulations carried out for solving equation (3). Hence, marker

particles have been evolved according to Eqs (13){(15), (25), and (23), together with the

weight spread reduction scheme presented in Sec. IIG. In carrying out these simulations,

the operator C[�f; fM] appearing in the weight equation (25), describing collisions of the

background particles o� of �f , has been replaced by the simpler operator proposed by Lin

et al.:10

C[�f; fM]=fM ' O�f =
6
p
�

vth
P(�f)�H

v

vth
+

p
�

v2th
E(�f)

�
2(

v

vth
)2H � H � K

�
; (47)

P(�f) = �
Z
C[fM; �f ]v dv =

npX
i=1

w
i

dv
i

dt
; (48)

E(�f) = �
Z
C[fM; �f ] v

2 dv =
npX
i=1

w
i

d(v
i

2)

dt
; (49)

where H = H(v=vth), K = K(v=vth) are again given by (11){(12), and dv
i
=dt, d(v

i

2)=dt

are the variation in time of momentum and kinetic energy of marker particles due to test

particle collisions o� of the background [as given by (13){(15)]. In (47), �f appears only

through the parameters P and E, and therefore fMO�f is signi�cantly simpler to evaluate

for di�erent values of v than with the full operator, which is of the more general integral

form: C[�f; fM] =
R
K(v 0;v)�f(v 0)dv 0 [see (2)]. Relation (47) is an improvement over the
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approximation considered in Refs. 8 and 9, as it not only ensures that the linearized collision

operator bC�f ' C[fM; �f ] + fMO�f still conserves the collision invariants (particle number,

momentum, kinetic energy), but also that it still annihilates functions of the form (4). This

last point is proven in appendix A. Also shown in Appendix A are the modi�cations to (37)

and (38) when applying approximation (47).

For the following results, the initial marker particle distribution (27) was chosen such

that both �f and g have already reached relaxed states, that is, �f(t = 0) was taken of the

form (4), with c0 = 0, c1 = e
z
, c2 = 1, and g(t = 0) = n

p
fM with n

p
= 104. This choice

allows one to test the stability of the algorithm for maintaining �f , and to clearly show the

continuing evolution of F (v; w; p; t) in the extended phase space related to the spreading of

�w and �p. This is a computation similar to the one shown in Fig. 8 of reference 4 however

over a signi�cantly larger number of collision times � = ��1.

Marker particles have been evolved with a time step �t = 10�2� in the three-dimensional

velocity space using Cartesian coordinates (v
x
; v

y
; v

z
). However, when reconstructing �f or

the weight �eld W , we have taken advantage of the symmetry of the solution around the

direction c1 = e
z
. Thus, for this speci�c purpose, cylindrical coordinates (v?; '; vz) were

used.

Figures 2a and 2b present the average weight �eld W (v?; vz; t) along v
z
for �xed v? =

1:2vth after one hundred collision times, i.e., t = 100 � . Figure 2a shows the �nal state

without having applied the weight spread reduction scheme, while in �gure 2b this procedure

was applied every collision time � , i.e., every hundred time steps �t. A Cartesian grid in the

space (v?; vz) with mesh size �v? = �v
z
= 0:4 vth de�ned the bins used for reconstructing

W . The boundaries of these bins are pointed out with dotted vertical lines. The root mean

square deviation of weights w
i
within each bin, giving an estimate for the spreading �w,

is represented in �gures 2a and 2b by the dashed curves W ��w. At the end of the run,

when not making use of the weight spread reduction scheme, �w has become of the same

order as the average �eld W , which thus 
uctuates signi�cantly around the exact solution

Wexact = c0+c1�v=vth+c2(v=vth)
2 represented by the dash-dotted curve. When applying the
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reduction procedure, the 
uctuation level is clearly reduced. Figure 2b shows the state just

after the reduction procedure was applied for the last time. Thus, the small but non-zero

estimate of �w appearing in this plot is essentially an artifact of the variation of W (v)

within the �nite size bins. The slight deviations appearing for jv
z
j >� 2:5 vth are due to the

lower density of marker particles in this region of velocity space. It will be shown in Sec. III

how, by adding sources and sinks, a higher density of marker particles can be maintained in

the tails of the distribution and therefore a better resolution obtained.

The quantitative evaluation of weight spreading and associated level of �eld 
uctuations

is presented in �gures 3a and 3b. Figure 3a shows the linear increase in time of the entropy

S
w
(t) in the absence of weight spread reduction, which corresponds [see (35)] to a linear

increase of (�wtot)
2. The rate is in good agreement with relation (A4), giving in this case

the prediction dS
w
=dt = 6:6 � 10�5 �. When applying the reduction scheme, S

w
(t) adopts a

sawtooth-like behavior, as it periodically starts to grow linearly before being reduced, every

collision period � , to its initial value S
w
(t = 0) = F = (1=2)

R
dv �f 2=n

p
fM = 8 � 10�4. For

the simulation without the reduction procedure, the drift of S
w
from F at the end of the run

is approximately hundred times greater than at its successive peaks in the case including the

scheme. This corresponds, according to (35), to a spreading �w already ten times larger

than the average one maintained in the latter case. The 
uctuation of the �eld �f around its

exact stationary state �fexact = �f(t = 0), is clearly shown in �gure 3b, where the deviation

is estimated in time using

[�(�f)]2 =

R
(�f � �fexact)

2 dvR
(�fexact)2 dv

:

The initial deviation, common for both the cases with and without the reduction, is due to

the standard sampling noise mentioned in Sec. II E, while the subsequent, basically linear

increase in time for the run without reduction is related to the evolution of �wtot
2 � t.

Finally, Fig. 4 illustrates the necessity in some situations of applying higher order re-

gressions for reconstructing W in the reduction procedure, as described in Sec.IIG. By

taking the lowest order �t, where W (v) is approximated as a constant W0 in each bin, total
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momentum along Oz is manifestly not conserved. For this particular case, it can in fact be

shown that the errors due to the �nite size of the bins systematically add up. The next-order

scheme, which involves the regression W (v) = W0 +W1?v?=vth +W1 zvz=vth within each

bin, and thus conserves momentum along v? as well as v
z
, clearly removes this problem. A

second-order regression, ensuring also conservation of kinetic energy, turned out not to be

necessary in this case.
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III. EVOLVING THE BACKGROUND IN THE �f ALGORITHM

A. Derivation of a Self-Consistent Set of Fluid and Marker Particle Equations for

the Simultaneous Evolution of a Maxwellian Background and �f

The methods developed in Sec. II will now be used as a basis for carrying out simulations

of driven plasmas. If the system is submitted to the drive for a su�ciently long time, the

whole distribution will evolve signi�cantly from its initial state. In a �f simulation, this

requires evolving the background, so that it remains a good approximation of the distribution

at all times. Indeed, the average of the ratio j�f=f j over phase space must remain small

throughout the run1;6 for the �f approach to be applied advantageously in such a situation.

For the cases considered here, self-collisions are assumed important, so that a natural choice

for the shape of the background is a shifted Maxwellian distribution:

f = fSM + �f; (50)

fSM[v;N(x; t);u(x; t); T (x; t)] =
N(x; t)=N

[2�T (x; t)=m]3=2
exp

 
�
1

2

[v � u(x; t)]2

T (x; t)=m

!
; (51)

where the density N , average velocity u and temperature T are in general all functions of

position x and time t. The notation N is used for the average density. The evolution of

the background thus arises through these parameters. Their evolution in turn is governed

by a set of 
uid equations, with correct closure through moments of �f , so as to maintain a

speci�ed separation between the two components fSM and �f . It will be shown shortly how

these 
uid equations can be derived systematically from the equation for �f once appropriate

constraints de�ning this separation have been chosen.

In view of the following illustrations, where systems submitted to a constant drive are

studied, it is appropriate to consider the set of constraints

Z
�f v j dv = 0; j = 0; 1; 2: (52)

With this separation at each point x, density, momentum and kinetic energy of the full

distribution f are all contained in the background fSM.
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Before carrying on, let us stress the fact that the decomposition de�ned by (50), (51)

and (52) is not necessarily adapted for all cases and as a consequence no recipe, which

is both general and practical, can be given for evolving the background. For instance, if

one intended to simulate a system with di�erent time and length scales, as in the case of

microturbulence-driven transport, the separation might be �xed by de�ning the 
uid-like

background as

f = hfix;t;

where the average is taken over the faster length and time scales. Nonetheless, the derivation

presented below should provide the spirit for tailoring equations for other speci�c problems.

Let us now start by considering the Fokker{Planck equation for a distribution of electrons

submitted to electromagnetic �elds (E;B):

@f

@t
+ v�

@f

@x
+
(�e)
m

(E + v �B)�
@f

@v
= �fC

ee
[f; f ] + C

ei
f g ; (53)

where C
ee
stands for the Landau operator (2) representing self-collisions between electrons

and

C
ei
= ��

ei
v3th

@

@v
�U(v)�

@

@v
(54)

is the Lorentz collision operator describing collisions of electrons o� of ions, with �
ei

=

e2N
i
(Ze)2 ln�=8� �20m

2 v3th. Ions are assumed to be immobile in the considered frame of

reference and their density given by N
i
. To lighten notations, all physical quantities relative

to electrons are not explicitly labeled as such. Although the numerical results presented in

this paper are only for homogeneous plasmas driven by an electric �eld, these simpli�cations

have not yet been made in (53), so as to nonetheless ensure a minimum of generality for the

next derivation.

By applying decomposition (50), the equation for �f can be written:

D

Dt
�f = �

�
D

Dt
fSM + C

ee
[�f; fSM]

�
; (55)

D

Dt
=

@

@t
+ v�

@

@x
+
(�e)
m

(E + v �B)�
@

@v
+ C

ee
[fSM; ] + C

ei
: (56)
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To obtain (55), the full nonlinear operator C
ee
[f; f ] was again replaced by bC = C[fSM; �f ] +

C[�f; fSM]. This approximation should be all the more justi�ed here, as the background fSM

is now being evolved so as to keep �f small.

When considering the set of constraints (52), the equations for the background parame-

ters (N;u; T ) can be derived by taking the velocity moments N
R
dv, N

R
dv v and N

R
dv v2

of the equation (55) for �f and by making use of (52). This leads to the set of 
uid

equations17

� Continuity equation:

@N

@t
+

@

@x
�(Nu) = 0: (57)

� Momentum equation:

mN

 
@u

@t
+ u�

@u

@x

!
= �

@

@x
(N T ) �

@

@x
��(�f)

+ (�e)N (E + u�B) + R
ei
(fSM) + R

ei
(�f): (58)

� Heat equation:

@

@t

�
3

2
N T +

1

2
mN u2

�
+

@

@x
�

�
5

2
N T u+

1

2
mN u2u+ ��u+ q (�f)

�
= (�e)Nu�E:

(59)

Note that the above 
uid equations are closed through the following moments of �f :

�(�f) = mN
Z h

(v � u) (v �u)�
1

3
(v �u)21

i
�f dv = mN

Z
v v �f dv (stress tensor),

R
ei
(�f) = �mN

Z
vC

ei
�f dv (drag of �f on ions),

q (�f) =
m

2
N
Z
(v �u)2(v � u) �f dv =

m

2
N
Z
(v � u)2v �f dv (heat 
ux in �f),

where the second equalities for �(�f) and q (�f) were obtained by invoking the set of con-

straints (52). The drag R
ei
(fSM) of the Maxwellian background o� of the ions can be

expressed in terms of the Rosenbluth potential (11):

22



R
ei
(fSM) = �mN

Z
vC

ei
fSM dv = �2 �

ei
mN vthH(u=vth)u=vth: (60)

For completeness, let us still derive equations for the marker particles representing �f .

We will again choose for the marker particle distribution g(x;v; t) in the physical phase

space (x;v) the equation

D

Dt
g = 0; (61)

where now D=Dt is given by (56). Similarly as in Sec. II, the equations of motion in the

extended phase space (x;v; w; p) for the marker particles representing �f can then be derived

from (55) and (61) to give

dx(t)

dt
= v; (62)

dv(t)

dt
= �

e

m
(E + v �B) + a

ee
+ a

ei
; (63)

_w
:
=

dw(t)

dt
= �

p

fSM

�
D

Dt
fSM + C

ee
[�f; fSM]

�
; (64)

_p
:
=

dp(t)

dt
=

p

fSM

D

Dt
fSM; (65)

having discarded, as usual, unpractical terms relative to di�usive processes when deriving

the weight equations (64) and (65), which leads to the spreading of w and p. Here a
ee
and

a
ei
stand for the random accelerations relative to test-particle collisions o� of the shifted

Maxwellian background fSM and the immobile ions respectively.

The Fokker{Planck equation for the distribution F (x;v; w; p; t) of marker particles in

the extended phase space (x;v; w; p) can thus be written

D

Dt
F +

@

@w
( _wF ) +

@

@p
( _pF ) = 0; (66)

with the initial condition

F (x;v; w; p; t = 0) = g0(x;v) �(w �W0(x;v)) �(p � P0(x;v)); (67)

with W0(x;v) = �f(x;v; t = 0)=g0(x;v) and P0(x;v) = fSM(x;v; t = 0)=g0(x;v). One can

again easily show that by identifying
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g(x;v; t) =
Z
dw dpF (x;v; w; p; t); (68)

fSM(x;v; t) =
Z
dw dp pF (x;v; w; p; t); (69)

�f(x;v; t) =
Z
dw dpw F (x;v; w; p; t) (70)

and taking the equivalent moments of (66) and (67), one indeed recovers the equation (55)

for �f , which is the proof for the validity of (62){(65).

The simultaneous evolution of the marker particle equations (62){(65) for solving the

equation (55) for �f , together with the set of 
uid equations (57){(59) for the background

parameters (N;u; T ) theoretically ensures that the set of constraints (52) are veri�ed.

B. First Illustration: Electrical Spitzer Conductivity

We will consider here a homogeneous, neutral plasma of electrons and a single species of

immobile ions submitted to a constant uniform electric �eld E. By assuming a homogeneous

system, the physical phase space is again reduced to velocity space v. Hence, the Fokker{

Planck equation (53) simpli�es to:

@f

@t
+
(�e)
m

E�
@f

@v
= �fC

ee
[f; f ] + C

ei
f g : (71)

In particular, solving this equation in the linear limit of a weak electric �eld enables one to

recover the electrical Spitzer conductivity.18

Applying the �f approach with evolving Maxwellian background developed in Sec. IIIA,

one can make direct use of the set of 
uid equations (57){(59) for the background parameters,

and the equations of motion (63){(65) for the marker particles in the extended phase space

(v; w; p). Thus, the equations for the parameters [N(t);u(t); T (t)], which are now only time

dependent, are given by

dN

dt
= 0; =) N(t) = N = const.; (72)

m
du

dt
= �eE +

1

N
[R

ei
(fSM) +Rei

(�f)] ; (73)

d

dt
(
3

2
T +

1

2
mu2) = �eu�E (74)
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and the equations for the marker particles

dv

dt
= �

e

m
E + a

ee
+ a

ei
; (75)

dw

dt
= �

p

fSM

�
D

Dt
fSM + C

ee
[�f; fSM]

�
+ �w; (76)

dp(t)

dt
=

p

fSM

D

Dt
fSM + �p: (77)

Here we have implemented the method for adding sources and sinks of marker particles

in conjunction with the weight spread reduction scheme as described in appendix B. This

accounts for the terms in (76) and (77) proportional to the annihilation rate � of marker

particles. Annihilated particles are immediately reinjected with zero weights, randomly and

uniformly on a shell vmin < jv�uj < vmax, where vmin=max are typically of the order of a few

vth. This enables one to maintain a good resolution in the tail of the distribution f , as the

marker particles, through collisions on fSM, tend to di�use down onto the bulk.

The termDfSM=Dt appearing in (76) and (77) can be written more explicitly by applying

de�nition (56) of the operator D=Dt in the particular case considered here:

1

fSM

D

Dt
fSM =

d ln T

dt

"
(v �u)2

2vth2
�

3

2

#
+

"
du

dt
�

(�e)
m

E

#
�

(v �u)
vth2

+
1

fSM
C

ei
fSM

=
1

mNvth
[R

ei
(fSM) +Rei

(�f)] �

"
v

vth
�

(v � u)2

3vth2
u

vth

#

��
ei
(v)

(h
1 +

�
uv

vth2

�2 i
�
h
1 +

u�v

vth2

i2)
; (78)

having made use of Eqs. (54), (73), and (74), as well as the de�nition �
ei
(v) = �

ei
=(v=vth)

3.

Let us now make some comments on how the above equations are actually solved. In-

tegrating (75) over a time step �t requires computing random velocity increments �v
ee

related to the scattering o� of the shifted Maxwellian background fSM, as well as increments

�v
ei
related to collisions o� of the ions. For �v

ee
, one can directly apply relations (13){(15)

by going into the frame of reference moving with the average velocity u of the background.

In the ion frame, the increment �v
ei
, which in particular must be such as to conserve kinetic

energy, is expressed in terms of the random scattering angle � and random azimuthal angle

�:19
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�v
x; ei

=
1

v?
[v

x
v
z
sin � cos�� v

y
v sin � sin�+ v

x
v?(cos � � 1)] ; (79)

�v
y; ei

=
1

v?
[v

y
v
z
sin � cos �+ v

x
v sin � sin�+ v

y
v?(cos � � 1)] ; (80)

�v
z; ei

= �v? sin � cos�+ v
z
(cos � � 1); (81)

with v(t) = v
x
e
x
+ v

y
e
y
+ v

z
e
z
being the incoming velocity, v = jvj and v2

?
= v2

x
+ v2

y
. The

angle � is taken from a random uniform distribution over [0; 2�] and

� = 2
q
�
ei
(v)�tR; (82)

where R is a random number with zero mean and unit rms width. By averaging over all the

particles, one can show that (79){(81) correctly reproduces the Lorentz operator.

The operator C
ee
[�f; fSM] appearing in (76) is again approximated with fSMO�f given

by equations (47){(49), which must now be transformed from the frame moving with the

average velocity u of the background back to the lab frame, giving

C[�f; fSM]=fSM ' O�f =
6
p
�

vth
P(�f)�H

(v � u)
vth

+

p
�

vth2
E(�f)

"
2
(v � u)2

vth2
H �H �K

#
; (83)

P(�f) = �
Z
C[fM; �f ] (v �u) dv =

npX
i=1

w
i

dv
i

dt
ee

; (84)

E(�f) = �
Z
C[fM; �f ] (v �u)2 dv =

npX
i=1

w
i

d(v
i

2)

dt
ee

� 2u�
npX
i=1

w
i

dv
i

dt
ee

; (85)

where d=dt
ee

stands for the variation due to scattering o� of the background, and here

H = H(jv � uj=vth), K = K(jv � uj=vth).

To avoid having to deal with the singularity of �
ei
(v) at v = 0, the above equations were

implemented by taking

�
ei
(v) =

8>><>>:
�
ei
=(v=vth)

3 for v > v
c
;

0 otherwise;

where v
c
was chosen such that the fraction of electrons within the sphere v < v

c
was su�-

ciently small so as to not a�ect the simulation. One can give a physical meaning to v
c
by

typically taking v
c
� vth

q
m=m

i
� vth; i assuming T

i
� T . To ensure that the system of 
uid

and marker particle equations further conserves the separation de�ned by the constraints
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(52), this approximation on �
ei
(v) has to be applied at all levels of the computation, that is,

when scattering the particles according to (79){(82), when integrating the weight equations

using relation (78) for DfSM=Dt, and �nally, when computing the drag R
ei
(fSM) of fSM on

ions, which instead of (60) is now

R
ei
(fSM) = �2

�
ei
mNvth

(u=vth)3

(
1

2

"
erf

 
u� v

cp
2vth

!
+ erf

 
u+ v

cp
2vth

!#

�

s
2

�

�
2v

c

vth

��1 "
exp�

(u� v
c
)2

2vth2
� exp�

(u+ v
c
)2

2vth2

#9=; u

vth
:

This last relation naturally reduces to (60) in the limit v
c
! 0.

Finally, the drag of �f o� of the ions can be computed conveniently by using a relation

similar to (84){(85):

R
ei
(�f) = mN

npX
i=1

w
i

dv
i

dt
ei

;

where dv
i
=dt

ei
stands for the variation in time of momentum due to test-particle collisions

o� of the ions, as given by (79){(81).

1. Results for Spitzer Conductivity

To benchmark the �f simulation with evolving background, we started by considering

a high electrical �eld E = 5 � 10�2m�
ee
(0)vth(0)=e, which is of the order of the thermal

runaway �eld E
c
= 0:11m�

ee
vth=e. Here �ee = Ne4 ln�=2��20m

2v3th is the thermal electron{

electron collision frequency and �
ee
(0) is its value for the initial temperature. Considering

a strong drive enabled us to easily compare results with those obtained from a particle in

cell (PIC) computation. The PIC code was written using the collision model developed by

Takizuka and Abe19 for implementing self collisions, which reproduces the full nonlinear

collision operator.

The results for runs carried out over a time t = 70 �
ee
(0)�1 are given in Fig. 5. The

degree of ionization of ions was chosen Z = 1, the time step �t = 10�2�
ee
(0)

�1
, and the

number of particles n
p
= 104. Initially, �f � 0, so that the full distribution at time t = 0
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is given by the background fSM(t = 0), which is plotted in Fig. 5b. The evolution of

temperature T and average velocity u (� current) are given in Fig. 5a. Besides the �f and

PIC simulations, Fig. 5a also represents, for comparison, the so-called 
uid result. The 
uid

calculation corresponds to solving the 
uid equations (72){(74) by neglecting the closure

term R
ei
(�f), which describes the evolution where the distribution is constrained to remain

a Maxwellian. Due to the fact that there is a signi�cant fraction of runaway particles in

this case, the average velocity u never reaches a quasistationary value and thus keeps on

growing. As shown in Fig.5.b, E is oriented in the positive direction of Oz, so that the

average velocity u
z
of the electrons is negative.

At the end of the run, the distribution has evolved signi�cantly from its initial state, as

the temperature increased by a factor two and the distribution has drifted by u � 1:5 vth.

This clearly illustrates the need for evolving the background in the �f simulation, so that

j�f=f j remains small. The background fSM at the end of the run, de�ned by these �nal

values of T and u, is plotted in Fig. 5b, together with the component �f and the full

distribution f = fSM + �f as well as the full distribution obtained by the PIC run. Note

that the distribution f obtained by the �f simulation is already signi�cantly less noisy than

the distribution given by the PIC run, for the same number n
p
= 104 of particles. This is

due to the fact that even in this case of strong drive one has j�f=f j � 1=10, con�rming that

a Maxwellian was a good choice for the background.

Good agreement between the �f and PIC calculations, as just shown in the particular case

of Fig. 5a and 5b, have validated the �f approach with evolving background. In particular,

these comparisons also provide an estimate of the error made through the approximations

on the self-collision operator. Simulations were then carried out for very weak electric �elds,

which illustrate the ability of the �f approach to resolve small perturbations.

In Fig. 6a, the average velocity u
z
is plotted for E = 1 � 10�4m�

ee
(0)vth(0)=e. The other

physical and numerical parameters were kept the same as for the runs with the strong �eld

[Z = 1; n
p
= 104;�t = 10�2 �

ee
(0)

�1
]. The simulation was carried out over 240 �

ee
(0)

�1
. In

this linear regime, the system stabilizes to a quasistationary state (even though negligible
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here, temperature always keeps on increasing due to Ohmic heating), which enables one

to evaluate the conductivity � = eNu=E = j=E. Without the weight spread reduction

scheme, one clearly sees in Fig. 6a how noise increases in time, reaching a signi�cant level

(� 10% of signal) at the end of the run. This is directly related to the evolution of the

entropy S
w
= (1=2)

P
w2

i
, which keeps on increasing linearly in time once the system has

reached its quasisteady state, as shown in Fig. 6b. If the run had been prolonged in this

way, the signal would ultimately be drowned by the noise. The weight spread reduction

procedure, chosen here so as to enforce conservation of density and momentum along v?

and v
z
, achieves saturation of entropy in the quasisteady state (Fig. 6b), thus providing a

signal with no increasing noise (Fig. 6a). In fact, to avoid adding any numerical frequency

to the system, which could potentially lead to an arti�cial instability, the reduction of �w

was carried out at random time intervals, but at an average of every collision time �
ee
(0)�1.

The signal of the PIC simulation, carried out with the same number n
p
= 104 of particles,

falls below the noise level in this case. This is illustrated in the inset of Fig. 6, where the

PIC and �f results are compared, clearly demonstrating the advantage of the latter method

to deal with small deviations from the background.

Figure 7 compares the amplitudes of the components �f and fSM at the end of this low

jEj simulation, giving an average ratio j�f=fSMj � 10�3. Also plotted is the marker particle

distribution g(v) for both a simulation with and without sources and sinks of markers. Due

to the scattering of the particles with the background, g tends to adopt the shape of fSM,

as shown in Fig. 7 in the absence of sources and sinks. However, by annihilating the marker

particles with a rate � = 10�2 �
ee
(0), and reinjecting the particles uniformly in a shell

vmin < jv � uj < vmax, with vmin = 4:25 vth and vmax = 4:75 vth, one is able to maintain a

much more uniform distribution g up to large velocities. This improved resolution in the tail

of f , where electrons have low collisionality and therefore play a major role in determining

the current, turned out to improve signi�cantly the results.

Finally, Fig. 8 plots the conductivities computed in the linear regime for di�erent values

of the ion ionization Z. The results from the �f approach are compared to the ones by Spitzer
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and H�arm,18 obtained by solving the Fokker{Planck equation with traditional integration

methods, and which are valid to four signi�cant digits. The limit of Z going to in�nity,

corresponding to the Lorentz conductivity, was obtained by simply neglecting self-collisions

between electrons. The di�erence between the two approaches is less then 10% and provides

further validation of the collision model (83){(85).

C. Second Illustration: Collisional Absorption

Assuming again a homogeneous plasma, the starting equation for studying electron heat-

ing through collisional absorption (inverse bremsstrahlung) of laser light is of the same form

as Eq.(71), except for the electrical �eld

E(t) = E0 cos!t;

which now oscillates at the frequency ! of the driving laser. However, instead of solving

the Fokker{Planck equation on the short time scale of the laser, we will consider here the

evolution averaged over the period �laser = 2�=!. Having furthermore assumed that the laser

intensity is su�ciently low for the distribution to remain essentially isotropic, Langdon20

derived the following equation for the slow variation of f(jvj; t):

@f

@t
+ Hf = �C

ee
[f; f ]; (86)

Hf = �
�
ei
v3th
3

�
v0
v

�2 @

@v

"
h(v)

v

@f

@v

#
; (87)

h(v) =
1

1 + (v
!
=v)6

; (88)

where v
!
is de�ned by �

ei
(v

!
) = !=2 and v0 = eE0=m! is the amplitude of the velocity

oscillation. The combined e�ect of the oscillating electrical �eld E(t) and the electron{

ion collisions has given rise to the collisional heating term H. Note that this rotationally

invariant operator can be written in the drift di�usion form:

Hf =
1

v2

"
@

@v

h�vi
�t

(v2f)�
@2

@v2
h�v2i
2�t

(v2f)

#
; (89)
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h�vi
�t

=
�
ei
vth

3

3

�
v0

v

�2 d

dv

"
h(v)

v

#
; (90)

h(�v)2i
2�t

=
�
ei
vth

3

3

�
v0
v

�2 h(v)

v
; (91)

and for numerical implementation can therefore be dealt with in the same way as the collision

operators.

Equation (86) was solved by applying the �f approach described in Sec. IIIA, again

considering decomposition (50) and constraints (52). As (86) now takes a somewhat di�erent

form than (71), one cannot make direct use of the set of 
uid and marker particle equations

(72){(74) and (75){(77). However, it is straightforward to derive a corresponding system.

Rede�ning the operator

D

Dt
=

@

@t
+H + C

ei
[fM; ]; (92)

the equation for �f(jvj; t) can still be written in the form (55), after having again approxi-

mated the self-collision operator C
ee
[f; f ] by bC�f . Taking the �rst three velocity moments

of the equation for �f leads to the following set of 
uid equations for the background pa-

rameters [N(t);u(t); vth(t)]:

dN

dt
= 0; =) N(t) = N = const.; (93)

mN
du

dt
= 0 =) u(t) = u(t = 0) = 0; (94)

d

dt
(
3

2
N T ) = Q

ca
(fM) +Q

ca
(�f); (95)

with Q
ca
(f) = Q

ca
(fM)+Q

ca
(�f) standing for the heat generated in f by collisional absorp-

tion:

Q
ca
(f) = �

mN

2

Z
dv v2Hf:

The contributions from fM and �f can be given more explicitly in the form:

Q
ca
(fM) = �

ei
mNv20 I[(v!=2vth)

2];

Q
ca
(�f) =

mN

2

npX
i=1

w
i

d

dt
ca

(v
i

2);
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where d=dt
ca

stands for the variation due to collisional absorption scattering de�ned by

(90){(91). The integral I(x) can be expressed in terms of the complex exponential integral

E1(z):
21

3
p
2�

2
I(x) =

Z +1

0
d�

�3 e��

�3 + x3

= 1�
x

3

(
exE1(x)� 2 e�x=2Re

"
exp i(

�

3
� x

p
3

2
)E1(�x ei�=3)

# )
:

Note that the background is now simply denoted fM, instead of fSM as the shift u is zero.

Having again chosen equation (61) for the marker particle distribution g(jvj; t), with

D=Dt now given by (92), one can derive the following equations for the particle trajectories

in the extended phase space:

dv

dt
= a

ca
+ a

ei
; (96)

dw

dt
= �

p

fM

�
D

Dt
fM + fMO�f

�
; (97)

dp(t)

dt
=

p

fM

D

Dt
fM; (98)

with the approximation C
ee
[�f; fM] ' fMO�f given by (47). Note that for this problem

we have not added any sources and sinks of markers, as high resolution in the tail of the

distribution is not as critical as for computing Spitzer conductivity. In (96), a
ca
and a

ei
stand

for the random accelerations related to collisional absorption and electron{ion scattering

respectively. Finally, the term D=Dt appearing in (97) and (98) can be written explicitly:

1

fM

D

Dt
fM =

d ln T

dt

 
v2

2vth2
�

3

2

!
+
�
ei

3

�
v0

v

�2
 
vth

dh(v)

dv
� h(v)

v

vth

!
:

1. Results for Collisional Absorption

As when computing electrical Spitzer conductivity, the simulations were initialized with

a Maxwellian distribution, so that �f(t = 0) = 0. The shape the distribution adopts

in the following evolution depends on the relative importance between the two competing

e�ects: Self collisions between electrons, tending to maintain a Maxwellian, and collisional
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absorption, which deforms f into a more 
at-topped distribution. The relevant parameter

here is thus given by


 = Z

�
v0

vth

�2

� H=C
ee
;

which estimates in (86) the relative importance of the collisional absorption operator H

with respect to the collision operator C
ee
. The assumption of low laser intensity for de-

riving Eq.(86) implies v0=vth � 1. By considering a high Z plasma, the parameter 
 can

nonetheless take large values.

For a �rst run, we assumed v0 = 0:2 vth(0) and Z = 10, giving an initial value 
(0) = 0:4.

Furthermore, the laser frequency ! was �xed such that v
!
= 0:35 vth(0). The number of

marker particles was chosen n
p
= 104. Naturally, 
 varies in time as the electron distribution

heats up and the thermal velocity vth of the background increases. After t = 40 �
ee
(0)�1,

the parameter thus was reduced to 
 ' 0:3, and the distribution adopted the shape given

by the dashed line in Fig. 9a.

The simulation was then repeated without considering self-collisions, which corresponds

to the limit 
 !1. After the same run time, f had evolved towards the distribution given

by the full line in Fig. 9a, which approaches the self-similar solution f � exp(�v5=5u5).20 In

this case, the deviation �f of f from the Maxwellian background fSM, which is also plotted

in Fig. 9a, becomes relatively important, so that the �f approach lost most of its advantage

over a PIC calculation.

The evolution of the background temperature T in time is given in Fig. 9b. The 
uid

calculation, obtained by solving (95) after having discarded the closure term Q
ca
(�f), is also

indicated. As discussed in Ref. 20, the heating rate dT=dt is directly proportional to the

fraction of particles at low velocities. This can be veri�ed in Fig. 9. Indeed, �rst note that

all three curves T (t) start with the same slope at t = 0, due to the fact that the runs were all

initialized with the same Maxwellian. Second, the �nal states at t = 40 �
ee
(0)�1 correspond

respectively to the three distributions appearing in Fig. 9a, and one can easily check that

the di�erent slopes dT=dt are proportional to the di�erent values of f(v = 0).
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IV. CONCLUSIONS

The possibility of extending the �f approach for simulating the evolution of a colli-

sional plasma over transport time scales has been investigated. This resulted in a hybrid


uid{kinetic procedure. Numerically \cheap" 
uid equations are solved for advancing a

Maxwellian background fSM, which is supposed to provide at all times a good approxima-

tion of the full distribution f . Relatively few weighted marker particles are then required for

representing the remainder �f . Potentially, the advantages of such a particle approach over

a \standard" integration scheme using �nite di�erences or �nite elements is at least three-

fold: (1.) Thanks to its Monte-Carlo-type sampling, a particle code requires less points for

representing a distribution in high dimensionality. (2.) Particles can easily be evolved such

that they remain in the active regions of phase space, while a good fraction of a �xed mesh

grid usually remains idle during most of the simulation. (3.) Particle codes are well suited

for making use of today's massively parallel computers, contrary to implicit time algorithms

applied for evolving a distribution over a grid.

At present, proof of principal has been given through two test cases involving the evolu-

tion of an homogeneous electron distribution colliding with themselves and with cold ions.

The system was �rst driven by a constant electric �eld, then, in the second illustration,

it was heated through collisional absorption. These two test cases should provide a useful

starting point for attempting to apply these methods to an inhomogeneous plasma, with the

intention of studying the nonclassical drive and transport in laser{plasma interaction.22{25

Independently of the problem of evolving the background, much emphasis was put in

this paper on how to deal with the issue of increasing numerical noise due to the spreading

of marker weights in a collisional �f simulation. Let us again point out that this e�ect is

independent of the approximations on the self-collision operator C[f; f ] which were taken

here, i.e., linearization of the Landau operator C[f; f ], and simpli�cation of C
ee
[�f; fSM].

Hence, weight spreading will be generated by any type of collisions throughout the sim-

ulation. Although we have not been able to derive a useful general estimate, the results
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obtained here should provide a reference: Spreading proportional to the square root of time,

and noise/signal ratio near 10% after approximately one hundred collisional times when

using a reasonable number of 104 particles for representing velocity space. A procedure for

limiting this spreading has been proposed, and basically consists of \cooling" the weights of

markers as they randomly enter the more densely populated regions of phase space. This

needs only to be carried out periodically in time and only within a limited number of bins in

phase space. In each of these cells a regression over the weights is computed, and their val-

ues are reassigned to this average �t. Depending on the order of the regression, the scheme

ensures conservation of di�erent physical averages such as number of particles, momentum,

and kinetic energy. In the future, we shall also look into alternative ways of dealing with the

weight spreading, such as applying thermostats, initially devised for dissipating the ever �ner

structures which develop in phase space in otherwise collisionless systems.16 Conversely, the

regressions employed in the weight spread reduction scheme might serve as an alternative

way of removing those �ne structures in collisionless simulations.
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APPENDIX A: PROPERTIES OF THE APPROXIMATION bC ' C[fM; �f ] + fMO�f

FOR THE LINEARIZED COLLISION OPERATOR.

A straightforward calculation enables one to show that bC = C[fM; �f ] + C[�f; fM], ap-

proximated with C[fM; �f ] ' fMO�f , still conserves the collision invariants (particle number,

momentum, kinetic energy). Let us prove here that the approximated bC also still annihilates

functions of the form (4). In fact, it is su�cient to show that bC remains self-adjoint with

respect to the scalar product hajbi, where:

haj =
Z
dv a(v);

jbi = fM(v) b(v):

Indeed, the conservation of particle number, momentum, and kinetic energy can then be

written

hv j j bC = 0; j = 0; 1; 2;

which in conjugate form leads to the end of the proof:

bCyjv ji = bC v jfM(v) = 0; j = 0; 1; 2:

One can actually demonstrate that C[fM; �f ] and fMO�f are self-adjoint independently:

� Upon inserting (2), one shows that C[fM; �f ] is self-adjoint:

hajC[fM; ]jbi = �
Z
dv a(v)

@

@v
�

Z
dv 0

U�

 
@

@v 0
�

@

@v

!
fM(v

0) fM(v)b(v)

= ��
Z
dv dv 0 fM(v) fM(v

0)
@a(v)

@v
�U�

@b(v)

@v

= hbjC[fM; ]jai;

having integrated by parts, used the fact that U is symmetric and U�(v � v 0) = 0.

� Making use of
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Z
C[fM; �f ]v dv = �vth

Z
H
v

vth
�f(v) dv; (A1)Z

C[fM; �f ] v
2 dv = �v2th

Z h
2(v=vth)

2H � H � K
i
�f(v) dv; (A2)

together with relations (48){(49), enables one to show that fMO�f is self-adjoint:

hajfMOjbi =
Z
dv a(v)fM(v)

(
6
p
�

vth
P(fM b)�H

v

vth
+

p
�

v2th
E(fMb)

h
2(v=vth)

2H �H �K
i)

= �
6
p
�

�v2th

Z
C[fM; fM a]v dv�

Z
C[fM; fM b]v dv

�
p
�

�v4th

Z
C[fM; fM a] v2 dv

Z
C[fM; fM b] v2 dv

= hbjfMOjai:

This last derivation can be used directly for reevaluating equation (37) for the approximation

C[�f; fM] ' fMO�f :

d

dt
S
w
(t) = �

1

n
p

Z
�f

fM
C[�f; fM] dv

' �
1

n
p

Z
�f O�f dv = �

1

n
p

h�f=fM j fMO j �f=fMi

=

p
�

n
p
�

"
6

v2th

�Z
C[fM; �f ]v dv

�2
+

1

v4th

�Z
C[fM; �f ] v

2 dv
�2
#
; (A3)

which is manifestly positive for all �f . With the help of Eqs. (A1){(A2), one can then easily

evaluate (A3) for �f having reached a stationary state of the form (4):

d

dt
S
w
(t) =

�
p
�n

p

 
c21
6
+ c22

!
; (A4)

corresponding to the modi�cation of (38).
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APPENDIX B: A PRACTICAL APPROACH FOR IMPLEMENTING SOURCES

AND SINKS OF MARKER PARTICLES.

In some situations, one may want to take advantage of the possibility, pointed out in

reference,11 of adding sources and sinks of marker particles to the �f simulation. As these

sources and sinks are independent of the physical system being represented, one is free to

de�ne them so as to be convenient for numerical implementation, and so as to ensure a high

density of markers in regions of phase space where �f requires high resolution.

As a practical approach, sinks are de�ned by assigning each particle the same probability

py = exp(���t) of being annihilated at each time step �t. The lifetime of the marker

particles is thus given by a random exponential distribution with annihilation rate �. To

conserve the total number of particles, sources are de�ned so that annihilated markers are

immediately reinjected into the extended phase space according to a convenient random

distribution S(x;v; w; p).

Let us note dw=dt = _w and dp=dt = _p, the weight equations in the absence of sources.

These must now be completed with correction terms to account for the death and birth of

neighboring marker particles:

_w+
:
=

dw

dt
= _w + �w �

p

fSM

Z
S(x;v; w; p)w dw dp; (B1)

_p+
:
=

dp

dt
= _p+ � p�

p

fSM

Z
S(x;v; w; p) p dw dp: (B2)

One can prove that these new equations still represent the same �elds �f and fSM, while

correctly taking into account the e�ects of sources and sinks. This is carried out by writing

the Fokker{Planck equation for the distribution F (x;v; w; p; t) in the extended phase space,

�rst without the sources and sinks:

D

Dt
F +

@

@w
( _wF ) +

@

@p
( _pF ) = 0; (B3)

and then with

D

Dt
F +

@

@w
( _w+ F ) +

@

@p
( _p+ F ) = ��F + S(x;v; w; p): (B4)
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The operator D=Dt determines the evolution in the physical space (x;v), as given for

instance by (56). One can then easily show that by taking the moments
R
w dw dp andR

p dw dp of both (B3) and (B4), and identifying (70){(69), one indeed recovers the same

equations for the physical �elds �f and fSM. Naturally, by taking the moment
R
dw dp of

(B4), one obtains an equation for the marker particle distribution g(x;v; t) in the physical

space, which re
ects the existence of sources and sinks:

D g

Dt
= ��g +

Z
S dw dp:

By further taking the moment
R
dx dv of this last relation, one obtains the condition on S

for conservation of the total number n
p
of markers:

Z
S(x;v; w; p) dx dv dw dp = � n

p
:

In fact, when a simulation including sources and sinks as described above is carried out

together with the weight spread reduction scheme of Sec. IIG, equations (B1){(B2) can

take an even simpler form. This is achieved by choosing

S(x;v; w; p) = s(x;v) �(w) �(p);

that is, reinjecting markers with zero weights. This choice removes the last terms in (B1) and

(B2). In general, the equation of motions for the weights are linear and homogeneous with

respect to w and p. As an e�ect, the weights of newborn particles would remain zero and

these markers would therefore seem to be wasted. However, thanks to the weight reduction

scheme, initially weightless particles are rapidly reassigned new nonzero values for (w; p),

and weights of neighboring particles are corrected to account for the presence of these new

markers.

Let us still point out that for the above discussion the background need not be a

Maxwellian and that the notation fSM was kept for convenience.
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FIGURE CAPTIONS

Fig.1 Schematic representation of marker particle weights in phase space for a collisionless

(a) and collisional (b) simulation. In the collisional case, the nonzero local spread �w

appears like a growing additional dimension to the numerical system.

Fig.2 Exact (dashed dotted line) and computed (full) weight �eld W (v? = 1:2 vth; vz; t)

after running the simulation one hundred collision times (a) without, and (b) with the

weight spread reduction procedure. Estimates of the spreading �w are given by the

dashed lines. The dotted vertical lines indicate the boundaries of the velocity bins.

Fig.3 Evolution in time of (a) entropy S
w
and (b) total deviation of �f from the exact

solution �fexact for simulations without (dashed line) and with (full) the reduction

procedure.

Fig.4 Evolution in time of total momentum in �f along Oz having applied di�erent orders

of regression for reconstructing W in the weight spread reduction scheme.

Fig.5 Results obtained for jEj of the order of the thermal runaway �eld. Figure 5a gives

temperature T and average velocity u
z
along E, as a function of time t. Shown are

results from the �f approach with evolving background (full line), the PIC simulation

(dash-dotted), and the 
uid calculation (dash-dotted). The projection onto OzkE of

the distributions in their state at the end of the run appear in Fig. 5b. Given are the

background fSM (full line), �f (labeled with �), full distribution from the �f approach

(�), and the full distribution from PIC (?).

Fig.6 Results obtained for jEj in the range of the linear regime, enabling one to compute

electrical Spitzer conductivity. Figure 6a plots the average velocity u
z
as a function

of time t. Without applying the weight spread reduction scheme (full line), there is

increasing noise on the signal. Thanks to this procedure (dashed line), the statistical


uctuation level remains constant. The inset compares the �f and PIC results for the
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same number of particles n
p
= 104. Figure 6b shows the evolution of entropy S

w
for

both runs with and without the �w reduction scheme.

Fig.7 Projections onto OzkE of distributions at the end of the run with low electrical �eld

jEj. Plotted are the background fSM (dashed line), �f (labeled with �), as well as the

marker particle distribution g with (�) and without (?) sources and sinks.

Fig.8 Electrical Spitzer conductivity for di�erent ionization degrees Z of the ions. Results

obtained with the �f approach (5) are compared with the results of Spitzer and H�arm

(�).

Fig.9 (a.) Shapes of electron distribution for increasing values of the parameter 
 =

Z(v0=vth), corresponding to increasing importance of collisional absorption over the

relaxation through self collisions. (b.) Increase of temperature due to collisional ab-

sorption. Shown are results with (dashed line) and without (full) e{e collisions, as well

as the 
uid calculation (dash-dotted). The �nal states correspond respectively to the

three distributions plotted in (a.).
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FIG.2 Brunner
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FIG.3 Brunner
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FIG.4 Brunner
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FIG.5 Brunner

0 10 20 30 40 50 60 70
−1.5

−1

−0.5

0

time ν
ee

(0) t

u z / 
v th

(t
=

0)

0 10 20 30 40 50 60 70

0.5

1

1.5

2

2.5

T
 / T

(t=
0) 

δ f
PIC     
fluid   

a.)

−8 −6 −4 −2 0 2 4 6
v

z
 / vth(0)

∫ 2
π 

v ⊥
 f 

(v
⊥
, v

z )
 d

v ⊥

V

E

initial state                
backgrnd fSM  
δ f                     
fSM + δ f
PIC                          

b.)

48



FIG.6 Brunner
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FIG.7 Brunner
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FIG.8 Brunner
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FIG.9 Brunner

0 0.5 1 1.5 2 2.5 3

0

0.02

0.04

0.06

0.08

v / v
th

vt
h3  *

 f(
v)

Z(v
0
/v

th
)2 << 1 −−> Maxwellian

Z(v
0
/v

th
)2 = 0.3              

Z(v
0
/v

th
)2 >> 1 (no e−e coll.)

a.)

0 10 20 30 40

1

1.2

1.4

1.6

time ν
ee

 t

T
em

pe
ra

tu
re

  T
(t

) 
/ T

(t
=

0)

fluid (Maxwellian)
with e−e coll.    
without e−e coll. 

b.)

52


