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High accuracy wavelength calibration for a scanning visible spectrometera)

Filippo Scottib) and Ronald E. Bell
Princeton Plasma Physics Laboratory, Princeton, New Jersey 08543, USA

Spectroscopic applications for plasma velocity measurements often require wavelength accuracies ≤ 0.2 Å. An
automated calibration for a scanning spectrometer has been developed to achieve a high wavelength accuracy
over the visible spectrum, stable over time and environmental conditions, without the need to recalibrate after
each grating movement. This method fits all relevant spectrometer parameters using multiple calibration
spectra. With a stepping-motor controlled sine-drive, accuracies of ∼0.025 Å have been demonstrated. With
the addition of a high resolution (0.075 arcsec) optical encoder on the grating stage, greater precision (∼0.005
Å) is possible, allowing absolute velocity measurements within ∼0.3 km/s. This level of precision requires
monitoring of atmospheric temperature and pressure and of grating bulk temperature to correct for changes
in the refractive index of air and the groove density, respectively.

I. INTRODUCTION

A spectroscopic system with a high wavelength accu-
racy is required by many applications such as line iden-
tification and plasma velocity measurements. While a
fixed wavelength spectrometer can sustain an accurate
calibration, typical commercial scanning spectrometers
have a wavelength uncertainty of ∼1 Å after the grating
is moved. A recalibration is required at each new spec-
tral range. In order to preserve scanning capabilities and
a high wavelength accuracy, different approaches have
been attempted by several groups: among these, auto-
mated inter-discharge recalibration procedures1 and per-
manent dedication of a few optical fibers for wavelength
calibration by means of a calibration lamp2. High accu-
racy calibrations across the detector have also been tried
using one or a few spectra to try to fit the spectrome-
ter parameters. With this approach, wavelength accu-
racies of the order of 0.03 Å have been achieved across
the mid-plane of a detector if at least one measurement
of a spectral line is made to determine the diffraction
angle to a sufficient accuracy each time the grating is
moved3. The ability to predict wavelengths without re-
lying on frequent recalibrations or the knowledge of at
least one line position would be extremely advantageous
in a scanning spectrometer. This would require a high
precision positioning system for the grating (or an inde-
pendent measurement of the grating angle), a high accu-
racy calibration over the whole spectrum, and stability
in the alignment and calibration with time and changes
in atmospheric conditions.
In this paper, two calibration methods are presented

for a scanning visible spectrometer on a 2D detector. Al-
though the calibrations are presented for a particular lens
based spectrometer, they can be applied in principle to
any scanning spectrometer. The first method relies on a
stepping motor controlled sine drive (or any grating posi-

a)Contributed paper, published as part of the Proceedings of the
18th Topical Conference on High-Temperature Plasma Diagnostics,
Wildwood, New Jersey, USA, May 2010.
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tioning system); the use of multiple spectra from a neon
lamp allows the fitting of all the grating equation pa-
rameters. Limiting this approach is the large number of
parameters to be fit and the resolution and reproducibil-
ity of the grating positioning that determines the final
achievable wavelength accuracy. The second calibration
method utilizes the same setup but with the addition of
an optical encoder, capable of accuracies of the order of
0.075 arcsec in angle measurements. The grating angle
is thereby determined without relying on the positioning
reproducibility of the stepping motor.

The high accuracies needed in this process require the
monitoring and correction of other environmental param-
eters, such as air temperature and pressure and the grat-
ing bulk temperature. Necessary controls and alignment
procedures will also be presented.

II. EXPERIMENTAL SETUP

For the work described in this paper a prototype, lens-
based, visible scanning spectrometer was used. Details of
the spectrometer are described elsewhere4 but the com-
ponents relevant to the work described in this paper are
briefly illustrated in the next two paragraphs.

Two lenses were used as focusing and collimating op-
tics. A diffraction grating (2160 grooves/mm) with a
BK7 glass substrate was mounted on a rotary table. A
stepping motor (1.58 µm per step) was used to control
a sine drive for the grating positioning. For testing pur-
poses, an 8 bit CMOS sensor (1280×1024, 5.2 µm per
pixel) was employed as the detector. A thermocouple
was used to measure the grating bulk temperature while
a thermometer and a barometer were used to monitor
air pressure and temperature. A movable slit system was
developed in order to correct for the chromatic aberra-
tions of the lenses4. The second calibration method to
be presented, relies additionally on a high accuracy opti-
cal encoder, used to independently measure the grating
angle with an accuracy of 0.075 arcsec5.

The whole system was operated by a single Visual Ba-
sic program controlling the stepping motor, the slit ad-
justment, temperature and pressure measurements, en-

mailto:fscotti@pppl.gov


2

coder reading and spectroscopic data acquisition. Auto-
matic procedures were also included to aid in the align-
ment and testing of the system in particular for slit drive
calibration, spectrometer calibration and reproducibility
tests.

III. ALIGNMENT

The desired high accuracies demand extreme attention
to the alignment of the spectrometer components, in par-
ticular for the grating, detector and entrance slit. It must
be stressed here that, if a parameter cannot be aligned
to sufficient accuracy, it must be determined, i.e fitted,
during the calibration process.
The alignment procedures utilized in this work will

now be briefly described. The natural curvature of an
emission line was used to aid the grating alignment. The
diffraction plane was aligned with respect to the hori-
zontal plane to within 2-3 pixels across the whole visible
spectrum by adjusting the lateral grating tilt angle in or-
der to have the center of curvature of emission lines at
different wavelengths at the same vertical pixel. Then,
exploiting the diffraction pattern of white light through a
pinhole at the entrance slit, the detector was aligned with
respect to the horizontal plane within one pixel across the
whole sensor. The grating tilt angle with respect to the
vertical axis was aligned, centering the optical axis (using
the center of curvature of emission lines) on the detector
to within 8 pixels from the nominal center of the detec-
tor. Particular attention was paid to the sine drive setup,
the use of a micrometer on the tip of the drive arm of the
rotation stage was used to optimize the linearity of the
sine drive by adjusting the angle between the drive arm
and the grating normal6.
Chromatic aberration of the lenses caused the full

width at half maximum (FWHM) of the emission lines
to increase at wavelengths away from where the focus
had been optimized. For a system focused in the green
(∼5400 Å) the FWHM would become ∼4 times higher in
the 7000 Å range of wavelengths. A motorized slit drive
was then employed to adjust the position of the slit such
that the emission line would always be in focus on the
detector. With the use of high precision angle blocks, the
slit drive was positioned as close and as parallel to the
optical axis as possible. However, even a small deviation
of the slit drive from the optical axis would cause a de-
viation in the grating incident angle and then in the line
position on the detector. An automatic procedure was
developed to scan the motorized slit, at different wave-
lengths, around the best focus position and determine,
from the horizontal shift on the sensor and the move-
ment along the slit drive, the angle of the slit trajectory
with respect to the optical axis. Results, corrected for
the anamorphic magnification of the system, at 7 differ-
ent wavelengths gave consistent values as shown in Fig.
1, determining an angle of the slit drive of 2.482 degrees
with respect to the optical axis.
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FIG. 1. (Color online) Determination of the angle of the slit
drive with respect to the optical axis. The position on the
detector as a function of the position along the slit drive is
plotted. Different color represent measurements obtained at
different wavelengths.

IV. CALIBRATION PROCEDURE

The purpose of the calibration procedure is to fit all
parameters in the grating equation to a sufficient preci-
sion to determine the wavelength of every emission line
across the visible spectrum. In Fig. 1, a schematic draw-
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FIG. 2. (Color online) Schematic drawing of the spectrometer
setup and angles used in this paper.

ing of a scanning lens based spectrometer is presented.
The grating equation for the spectrometer in Fig. 2 can



3

be written as:

λvac =
dn
m

cos γ(2 cosφ sin θ + x1

f1
cos (θ + φ) + x2

f2
cos (θ − φ)

−
x2

1

2f2

1

sin (θ + φ) −
x2

2

2f2

2

sin (θ − φ)), (1)

where λvac is the wavelength in vacuum, d is the grat-
ing groove spacing, n is the refraction index of air, m
is the spectral order, φ is half of the angle between the
two lenses, θ is the grating angle, f1 and f2 are the fo-
cal lengths of the input and output lenses, x1 and x2

are the lateral displacements from the optical axis of the
entrance slit and detector centers, respectively. γ is the
vertical angle with respect to the optical axis, such that
tan γ = y1/f1 = y2/f2, y1 and y2 being the vertical dis-
tances from the optical axis at the slit and detector. This
equation was derived, as shown in Ref. 4, by adding small
corrections to the incidence and diffraction angles, α and
β and rewriting the grating equation in terms of θ and
φ. Equation 1 is accurate up to second order in the small
displacements x1 and x2. x1 can be expressed as in Eq.
2 in order to take into account for the horizontal offset
of the input slit and the tilt in the slit drive σ. As in Eq.
3, x2 can be written to take into account the position of
emission lines across the detector and the horizontal tilt
in the detector ǫx, while the vertical tilt of the detector,
ǫy, can be included in y2 as in Eq. 4.

x1

f1
=

s+ (L− L0) sinσ

f0 + (L− L0) cosσ
, (2)

x2

f2
=

wpixel (p− p0) cos ǫx
f0 + wpixel (p− p0) sin ǫx

, (3)

y2
f2

=
wpixel (l− l0) cos ǫy

f0 + wpixel (l − l0) sin ǫy
. (4)

Here wpixel is the pixel width, p and l are the horizontal
and vertical pixel positions, p0 and l0 are the horizontal
and vertical pixel positions of the optical axis, f0 is the
nominal focal length, L is the position across the trans-
lation stage of the slit drive, L0 is the reference position
of the translation stage at the optical axis and s is the
displacement from the optical axis for the slit at the ref-
erence position L0.
Equations 1-4 will be used to fit all the spectrometer

parameters. Using an automated calibration procedure,
several spectraN were acquired using a Ne lamp at differ-
ent grating positions. Particular attention must be given
to the choice of the wavelengths to be used for the cal-
ibration, being sure to avoid blended lines whose fitting
can bring an error in the line position determination. As
already pointed out, the detector used in this prototype
spectrometer was an 8 bit CMOS detector; the limited
dynamic range, the readout noise, maximum exposure
level, and fluctuation of the Ne lamp limited the quality

of the acquired data. Multiple frames (24) were then ac-
quired at every grating position to improve the photon
statistics and average out the fluctuations of the lamp
brightness. For every line all the data stacked vertically
on the detector were analyzed, a parabola was then fitted
to account for the curvature of the emission line and the
position of the emission line was determined from the fit-
ted position along the parabola. This procedure helped
remove noise and oscillations from the position deter-
mination. Atmospheric pressure and temperature were
actively recorded at the time of the calibration to correct
the refraction index of air7. The bulk grating tempera-
ture was recorded to adjust for the changes in the grating
groove density due to thermal expansion. At this point,
the fitted line positions on the 2D detector (independent
variable) and the known vacuum wavelengths (dependent
variable) were used to fit the adjustable parameters in the
grating equation.
The first calibration method simply relies on the po-

sitioning of the stepping motor for the grating position.
A simplified version of Eq. 1 was employed: only the
data at the mid-plane of the detector were analyzed, no
slit translation stage was employed and the parameters
ǫy, s, l0 and the grating angle offset θ0 were all fixed.
With this procedure, the fitting parameters include θ for
N grating positions, φ, ǫx, f0 and p0 for a total of N +4
fitting parameters.
The second calibration exploits the availability of a

high accuracy measurement of the grating angle. In this
way, there is no need to rely on the positioning accu-
racy of the stepping motor since the actual position can
be measured to within 0.075 arcsec. In this calibration
method, the sine drive is simply used to approximately
position the grating, then the encoder position is read
to give the grating angle input to the grating equation.
Here the whole grating equation on the 2D detector was
used as a fitting function as expressed in Eq. 1. The
number of fitted parameters is greatly reduced: φ, ǫx, ǫy,
s, f0, p0, l0 and the grating angle offset θ0 for a total of
8 fitting parameters.

V. RESULTS AND DISCUSSION

Due to issues with signal/noise and line blending only
data between between 5800 Å and 7250 Å were used in
the fitting of the grating equation, limiting the number
of spectra used in the fitting to N = 27. The results
of the first calibration are reported in Table 1 (first col-
umn) and Fig. 3. Overall, the residuals in the wavelength
determination have a standard deviation of ∼0.0025 Å.
However, an essential part of this calibration is the re-
producibility of the stepping motor positioning. A test
of reproducibility was conducted by repeatedly switch-
ing between two Ne emission lines (∼ 5852 Å and ∼ 6096
Å) 50 times approaching alternatively the lines from a
lower and a higher stepping motor position. This test
showed that, in order to reduce backlash, lines were to
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be approached from higher stepping motor positions and
it showed that the actual line position is spread over 2-3
pixels (Fig. 4), which corresponds to an error in the wave-
length determination of the order of ∼0.2-0.3 Å (∼10-15
km/s). Additional problems would be expected with the
effects of thermal expansion on the driving screw of the
stepping motor. This implies that even for calibration ac-
curacies of 0.0025 Å, the accuracy is ultimately limited
by the stepping motor resolution and reproducibility to
∼0.2-0.3 Å.
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FIG. 3. (Color online) Residuals of the fitting from the first
calibration method. The standard deviation (dashed lines) in
the residuals is of 0.0025 Å.
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FIG. 4. (Color online) Positioning reproducibility test of the
stepping motor. The variation in the position on the detector
of two Ne lines (5852 Å black [+], 6096 Å red [∗]) for the same
requested motor position is plotted against the change in the
grating angle as measured by the encoder.

The results of the second fitting method are reported
in Table 1 (second column) and Fig. 5. The use of an
independent measurement of the grating angle solved the
reproducibility/resolution problems of the stepping mo-
tor and temperature effects on the driving screw. This
calibration allowed all the wavelengths to be known on
the 2D detector to within an accuracy of ∼0.005 Å that

corresponds to an error in the velocity of ∼0.2 km/s. It

TABLE I. Spectrometer fitted parameters

Parameters Method 1 Error 1 Method 2 Error 2
φ (degrees) 10.12869 1.2 e-8 10.18748 4.2e-7
ǫx (degrees) 0.75810 3.4e-9 0.90071 6.6e-4
f0(mm) 196.34423 1.4e-6 196.4579 4.5e-5
p0 (pixel) 640.02758 7.3e-9 635.01509 8.1e-5
l0 (pixel) 512 0 519.17959 5.8e-3

ǫy (degrees) 0 0 0.150 0.078
s (mm) 0 0 -0.05834 6.0 e-6

θ0 (degrees) 0 0 0.00554 7.2e-8
θi (degrees) 27 values ∼1e-8 – –

must be stressed here how essential to obtaining high
accuracy is good alignment and the ability to preserve
the alignment as environmental conditions vary. Further
tests to investigate the stability of the alignment over
time are envisioned.
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FIG. 5. (Color online) Residuals of the fitting from the second
calibration method. The fitting was carried out for unblended
lines between 5800 Å and 7250 Å. The standard deviation
(dashed lines) in the residuals is of 0.005 Å.
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